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Abstract
The existing makeup systems have superior effects and rich
functions, but they rarely take into account the low-resolution
scenes of the input image. When high-resolution images are
difficult to obtain, the existing algorithms will be difficult
to apply, and the makeup will not be able to transfer well.
Therefore, this paper proposes a makeup recommendation
system suitable for low-resolution images. It can output high-
resolution makeup results even if the input image is a low-
resolution image. Our algorithm fully retains the makeup de-
tails and improves the robustness of the expression. VGG-
Face can extract key facial features well, so we use this model
to identify the reference image from our database. The refer-
ence image is most similar to the face of the input image. The
innovation of this paper is that we add a super-resolution net-
work to the ordinary makeup recommendation system, and
use BSRGAN to process the input image to obtain a high-
resolution face image. Then we use BeautyGAN to transfer
makeup and achieve a better makeup effect. Finally, we use
a Face Rank Module to score the appearance of the gener-
ated images, and our system obtained a higher score than the
previous model.

Introduction
Makeup is pivotal in self-expression and social interaction,
significantly influenced by the digital era’s emphasis on per-
sonal appearance in photos and videos (Kosmala, Wilk, and
Kassolik 2019; Astheimer, Neumann-Braun, and Schmidt
2011). This has catalyzed interest in digital makeup tech-
nology, particularly in makeup transfer—a field within com-
puter vision focused on digitally applying makeup effects
to alter appearances in photos or videos. This technology is
poised to revolutionize makeup application, potentially sup-
planting traditional beauty advisors.

Advancements in AI have propelled various makeup
transfer methods, yet challenges remain, especially with
lower resolution images. When high-resolution images are
unavailable, conventional makeup transfer algorithms may
falter, resulting in subpar applications. To address this, inte-
grating image super-resolution reconstruction is vital. This
process involves enhancing low-resolution images using ad-
vanced image processing and machine learning techniques,
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finding applications across diverse sectors, from medical
imaging to remote sensing (Lin, Chen, and Yu 2023; Yan-
qiu Tang 2020).

This paper aims to elevate makeup transfer quality by
introducing a resolution conversion module, blending the
BeautyGAN makeup transfer network with the BSRGAN
super-resolution network. Utilizing Generative Adversar-
ial Networks (GANs), our method achieves simultaneous
makeup transfer and resolution enhancement. Additionally,
we introduce a CNN-based face rank module for evaluating
the transfer results. Our experiments validate this integrated
approach, demonstrating superior makeup transfer outcomes
compared to existing methods.

Related Work
Makeup Transfer Makeup transfer algorithms are pri-
marily divided into traditional image processing meth-
ods (Tong et al. 2007) (Guo and Sim 2009) and deep
learning-based image processing methods. With technolog-
ical advancements, deep learning-based makeup transfer
methods have become mainstream.

Chang et al. introduced additional discriminators to gen-
erate pseudo-transfer images, guiding the makeup transfer
process to ensure the accuracy and authenticity of the re-
sults (Chang et al. 2018). Li et al. adopted a GAN frame-
work with dual inputs and dual outputs, allowing simultane-
ous transfer and makeup removal (Li et al. 2018). They also
introduced makeup loss to match the color histograms of dif-
ferent facial components, achieving instance-level makeup
transfer. Jiang et al. proposed a method based on facial
landmarks and masks, introducing a style-guided architec-
ture and an attention mechanism using semantic informa-
tion (Jiang et al. 2020). Wan et al. proposed a novel Face
Attribute Transformer and its spatial variant FAT for high-
quality makeup transfer (Wan et al. 2022). Nguyen and Sun
introduced 3D facial information or semantic learning in-
formation based on BeautyGAN (Sun, Chen, and Xiong
2022) (Nguyen, Tran, and Hoai 2021). Xu et al. empha-
sized the importance of interaction in dual-space GANs for
more controllable editing and introduced a new dual-space
editing and inversion method for enhanced flexibility in
editing capabilities (Xu et al. 2022). Khwanmuang focused
makeup transfer on hairstyles (Khwanmuang et al. 2023),
while Zhang emphasized traditional opera makeup rather



than general makeup (Zhang et al. 2023). Considering the
stability and accuracy of makeup transfer effects, we choose
to perform makeup transfer based on BeautyGAN.

Image Super-Resolution Reconstruction Currently,
deep learning-based Super-Resolution (SR) methods are
gradually becoming the mainstream approach in the field
of image super-resolution reconstruction. Innovations in
deep learning-based SR methods continue to emerge in
areas such as model selection, network structure design,
introduction of domain-specific prior knowledge, and
optimization of loss functions.

Ledig et al. utilized a generative adversarial network ap-
proach to achieve image super-resolution (Ledig et al. 2017).
Wang et al. replaced the RB network structure of SRGAN
with a structure of dense residual blocks (RRDB) without
batch normalization (BN) and transformed the discriminator
from a standard binary classifier to a relative classifier (Ra-
GAN) (Wang et al. 2019). Zhang et al. optimized parameters
based on ESRGAN (Zhang et al. 2021a). Xia et al. proposed
a new efficient non-local contrastive attention (ENLCA) for
remote visual modeling, leveraging more relevant non-local
features (Xia et al. 2022). Wang et al. applied a diffusion
model to image super-resolution reconstruction (Wang et al.
2023). Qu et al. introduced Hardware-friendly Scalable SR
with progressive structural sparsity, requiring only one scal-
able model to cover multiple SR models of different sizes
without additional retraining or post-processing (Ye et al.
2023). Shen et al. integrated the super-resolution process
into non-paired infrared-to-visible image transfer, resulting
in realistic high-resolution outcomes (Shen et al. 2023).

Proposed Solution
Makeup Transfer Module
We design the makeup transfer module to seamlessly in-
tegrate a selected makeup style from a source image to a
target image, ensuring the enhancement of the target face’s
appearance while preserving its natural characteristics. The
module is based on the combination of a super-resolution
module (BSRGAN) and a makeup transfer module (Beau-
tyGAN), which not only accurately identifies and replicates
makeup attributes, but is also able to hyper-differentiate low-
resolution images. The design of the module allows for the
realistic and harmonious application of makeup, maintain-
ing the inherent facial features of the target image. To val-
idate its effectiveness, extensive testing was conducted us-
ing a diverse array of datasets. These datasets include a va-
riety of facial structures and skin tones from different de-
mographics, ensuring the module’s adaptability and robust-
ness in handling a wide range of makeup styles and inten-
sities. The process begins with a low-resolution target im-
age and a high-resolution reference image. The structure of
the makeup transfer module is shown in Figure 1. The Im-
age Process Module first prepares both images, which then
pass through the BSRGAN Module for super-resolution en-
hancement. The enhanced image (X’ img) is then fed into
the BeautyGAN Module, alongside the processed reference
image (Y img), to apply the makeup style. The output (Xs

img) is a high-resolution image with the desired makeup ef-
fect applied, representing the final result of the integrated
system.
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Figure 1: Makeup Transfer module architecture

BSRGAN The BSRGAN presents a significant advance-
ment in single image super-resolution (SISR) by proposing
a novel, more complex degradation model. This model is de-
signed to realistically represent the degradations seen in ac-
tual low-resolution images, which are often oversimplified
in traditional methods. It incorporates a random shuffle of
blur, downsampling, and noise—key factors contributing to
image degradation. The blur is modeled with both isotropic
and anisotropic Gaussian kernels, downsampling includes
bilinear and bicubic interpolations, and noise is replicated
using a mix of Gaussian noise, JPEG compression artifacts,
and camera sensor noise.

A pivotal aspect of the BSRGAN approach is its down-
sampling model, mathematically expressed as:

y = (x⊗ k) ↓s +n (1)

where x represents the high-resolution image, k is the blur-
ring kernel, ↓s denotes the downsampling operation, and n is
the added noise. This formulation allows for a more accurate
simulation of real-world low-resolution image generation,
a crucial step for the effective training of super-resolution
models.

The BSRGAN architecture is shown in Figure 2. In re-
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Figure 2: BSRGAN architecture

sponse to the need for practical SISR applications, BSR-
GAN employs an end-to-end supervised training approach
using the aforementioned degradation model. By manipulat-
ing the parameters of this model, a diverse and realistic set
of low/high-resolution image pairs are synthesized, avoiding
common issues like misalignment. This method provides a



robust training dataset that significantly enhances the per-
formance of the deep learning model, enabling it to produce
high-quality, visually pleasing images even from degraded
real-world inputs.

BeautyGAN Incorporating the BeautyGAN architecture,
our system utilizes a dual input/output GAN to achieve
instance-level facial makeup transfer. The BeautyGAN ar-
chitecture is shown in Figure 3.
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Figure 3: BeautyGAN architecture

The core of BeautyGAN includes a singular generator (G)
and a pair of discriminators (DA and DB). The generator
translates makeup styles from the reference image to the
source image, preserving identity, while discriminators au-
thenticate the translated images against real samples from
their respective domains. The objective function of Beau-
tyGAN’s generator is an intricate blend of various losses,
expressed as:

LG = αLadv + βLcyc + γLper + Lmakeup (2)

where Ladv is the adversarial loss, Lcyc is the cycle con-
sistency loss, Lper is the perceptual loss, and Lmakeup is
the makeup loss. These components collectively ensure that
the transferred makeup is realistic and consistent with the
reference image while preserving the identity of the source
image.

Particularly, the makeup loss, essential for achieving
style-consistent makeup transfer, is formulated as:

Lmakeup = λlLlips + λsLshadow + λfLface (3)

where Llips, Lshadow, and Lface represent localized losses
for lips, eye shadows, and face, respectively. This approach
uses pixel-level histogram matching to enforce fidelity to the
makeup style of the reference image. Additionally, the ad-
versarial losses for discriminators DA and DB are defined to
distinguish between generated and real images, which can
be mathematically represented as:

LDA = EIsrc [logDA(Isrc)]+EIsrc,Iref [log(1−DA(IAref ))]
(4)

LDB = EIref [logDB(Iref )]+EIsrc,Iref [log(1−DB(IBsrc))]
(5)

These losses play a vital role in the learning process, guiding
the generator to produce images that are indistinguishable
from real images in their respective domains.

Makeup Recomendation Module
We design the makeup recommendation module to offer the
most suitable makeup look, simplifying the process of se-
lecting makeup. This article collects common makeup and
builds a database of reference makeup with different styles.
The diverse pictures in the database are from different coun-
tries and different occasions. From a technical point of view,
the core of the makeup recommendation algorithm is to find
the reference face makeup with the highest similarity with
the input image. This problem can be transferred to calcu-
late the similarity of face features which are extracted from
the input image and the reference. Based on the wide appli-
cation of the 16-layer VGG network (Simonyan and Zisser-
man 2014) in extracting image features, this paper uses the
existing face recognition model VGG-Face (Parkhi, Vedaldi,
and Zisserman 2015) to extract face features. We calculate
the Euclidean distance between the deep facial features ex-
tracted by VGG-Face to gain feature similarity.

VGG-Face VGG-Face (Parkhi, Vedaldi, and Zisserman
2015) is a face recognition model based on VGGNet (Si-
monyan and Zisserman 2014) and it was published by the
Vision Group of the University of Oxford in 2015. VGGNet
explores the relationship between the depth of a convolu-
tional neural network and its performance, and successfully
constructs a network with 16 to 19 layers.

VGG-Face uses VGGNet’s group D network structure.
VGG16 is a 16-layer VGG network, consisting of 13 convo-
lutional layers, 5 pooling layers, and 3 fully connected lay-
ers. VGG-Face changes the last three fully connected layers
to convolutional layers. The whole VGG-Face network con-
figuration is shown in Figure 4 and Figure 5.
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Figure 4: VGG-Face architecture

The authors treat the face recognition problem as a 2622-
dimensional classification problem and use Softmax Loss to
train the model on a dataset of 2.6M face images. We remove
the last layer after training and then retain the face features
extracted by the penultimate layer. Finally, we calculate the
Euclidean distance between the image features to measure
the similarity between the input image and references. In
our work, we use the parameters of the VGG-Face feature
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layer 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18
type input conv relu conv relu mpool conv relu conv relu mpool conv relu conv relu conv relu mpool conv
name – conv1_1 relu1_1 conv1_2 relu1_2 pool1 conv2_1 relu2_1 conv2_2 relu2_2 pool2 conv3_1 relu3_1 conv3_2 relu3_2 conv3_3 relu3_3 pool3 conv4_1

support – 3 1 3 1 2 3 1 3 1 2 3 1 3 1 3 1 2 3
filt dim – 3 – 64 – – 64 – 128 – – 128 – 256 – 256 – – 256

num filts – 64 – 64 – – 128 – 128 – – 256 – 256 – 256 – – 512
stride – 1 1 1 1 2 1 1 1 1 2 1 1 1 1 1 1 2 1
pad – 1 0 1 0 0 1 0 1 0 0 1 0 1 0 1 0 0 1

layer 19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34 35 36 37
type relu conv relu conv relu mpool conv relu conv relu conv relu mpool conv relu conv relu conv softmx
name relu4_1 conv4_2 relu4_2 conv4_3 relu4_3 pool4 conv5_1 relu5_1 conv5_2 relu5_2 conv5_3 relu5_3 pool5 fc6 relu6 fc7 relu7 fc8 prob

support 1 3 1 3 1 2 3 1 3 1 3 1 2 7 1 1 1 1 1
filt dim – 512 – 512 – – 512 – 512 – 512 – – 512 – 4096 – 4096 –

num filts – 512 – 512 – – 512 – 512 – 512 – – 4096 – 4096 – 2622 –
stride 1 1 1 1 1 2 1 1 1 1 1 1 2 1 1 1 1 1 1
pad 0 1 0 1 0 0 1 0 1 0 1 0 0 0 0 0 0 0 0

Table 3: Network configuration. Details of the face CNN configuration A. The FC layers
are listed as “convolution” as they are a special case of convolution (see Section 4.3). For
each convolution layer, the filter size, number of filters, stride and padding are indicated.

essential to obtain a good overall performance, bootstrapping the network as a classifier, as
explained in this section, was found to make training significantly easier and faster.

4.2 Learning a face embedding using a triplet loss
Triplet-loss training aims at learning score vectors that perform well in the final application,
i.e. identity verification by comparing face descriptors in Euclidean space. This is similar in
spirit to “metric learning”, and, like many metric learning approaches, is used to learn a pro-
jection that is at the same time distinctive and compact, achieving dimensionality reduction
at the same time.

Our triplet-loss training scheme is similar in spirit to that of [17]. The output φ(`t) ∈RD

of the CNN, pre-trained as explained in Section 4.1, is l2-normalised and projected to a L�
D dimensional space using an affine projection xt =W ′φ(`t)/‖φ(`t)‖2, W ′ ∈ RL×D. While
this formula is similar to the linear predictor learned above, there are two key differences.
The first one is that L 6=D is not equal to the number of class identities, but it is the (arbitrary)
size of the descriptor embedding (we set L = 1,024). The second one is that the projection
W ′ is trained to minimise the empirical triplet loss

E(W ′) = ∑
(a,p,n)∈T

max{0,α−‖xa−xn‖2
2 +‖xa−xp‖2

2}, xi =W ′
φ(`i)

‖φ(`i)‖2
. (1)

Note that, differently from the previous section, there is no bias being learned here as the
differences in (1) would cancel it. Here α ≥ 0 is a fixed scalar representing a learning
margin and T is a collection of training triplets. A triplet (a, p,n) contains an anchor face
image a as well as a positive p 6= a and negative n examples of the anchor’s identity. The
projection W ′ is learned on target datasets such as LFW and YTF honouring their guidelines.
The construction of the triplet training T set is discussed in Section 4.4.

4.3 Architecture
We consider three architectures based on the A, B, and D architectures of [19]. The CNN
architecture A is given in full detail in Table 3. It comprises 11 blocks, each containing a
linear operator followed by one or more non-linearities such as ReLU and max pooling. The
first eight such blocks are said to be convolutional as the linear operator is a bank of linear
filters (linear convolution). The last three blocks are instead called Fully Connected (FC);
they are the same as a convolutional layer, but the size of the filters matches the size of the

Figure 5: VGG-Face network configuration

extraction layer and use our datasets to train a classifier. The
whole system can recommend the most suitable makeup and
transfer it to the input image.

Face Rank Module

In the rank module, we use the SCUT-FBP5500
datasets (Liang et al. 2018) to achieve multi-paradigm
face value prediction. The datasets contain a total of 5500
frontal photos of faces with diverse properties (male/female,
Asian/Caucasian, ages) and diverse labels (face landmarks,
beauty scores within [1, 5], beauty score distribution). The
images with different facial properties are shown in Figure
6.
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Figure 6: Images from the SCUT-FBP5500 dataset (Liang
et al. 2018)

The face value distribution satisfies the normal distribu-
tion, which is consistent with the actual situation.

We use the face-recognition Python library to convert
each high-dimensional face image data into a vector with a
length of 128. The data with 128 dimensions represent 128
facial feature indicators. Then, we use a simple CNN neural
network to train the datasets, and finally, the makeup pic-
tures generated by the makeup recommendation system can
be tested to obtain the appearance scores.

Experiments
Dataset and Implementation Details
For the datasets, the entire system can be briefly divided
into three modules, namely the BSRGAN module, the Beau-
tyGAN module, and the FaceScore module. Each module
has its own dataset. For BSRGAN, the DIV2K, Flick2K,
WED, and FFHQ datasets were used to train their BSR-
Net and BSRGAN models (Zhang et al. 2021b). For Beau-
tyGAN, they collected 1000 face pictures without makeup
and 1000 reference pictures themselves (Liu et al. 2016).
For FaceScore, we used SCUT-FBT5500 v2 (Liang et al.
2018) produced by SCUT to train our model, which contains
5500 frontal photos of faces from different countries and dif-
ferent genders and corresponding appearance scores, which
can represent students from SCUT aesthetic standards. Due
to limited computing power, the first two modules directly
use the already trained model. In the third module, we used
a training set to test the set ratio of 0.8, used Nvidia 4060, set
the batch size to 64, and trained for 1000 epochs. For the en-
tire system, we obtained five face pictures without makeup
from the Internet and some datasets for system testing and
ablation experiments.

Ablation Studies
Effects of BSRGAN To solve the difficult problem of
accurate makeup transfer for low-resolution target images,
we introduced the resolution conversion module. To verify
its effectiveness, we remove this module and use the re-
maining module to train the network, and a comparison of
the makeup transfer results before and after the removal is
shown in Figure 7.

Target Reference

After removal Before removal

Figure 7: Ablation study of BSRGAN

Compared with the results without the resolution conver-
sion module, the results with this module are more accurate,
and the boundary between the makeup and non-makeup re-
gions is clearer. In the makeup transfer result without the res-
olution conversion module, the whole picture turns pink, but
there is no makeup on the human face. In the makeup trans-
fer result with the resolution conversion module, the makeup
is clearly visible on the face and the image is softer.



To more intuitively see the effect played by the resolution
conversion module, we input the low-resolution target image
into the resolution conversion module, and the output and
input are compared as shown in Figure 8.

Target Result

Figure 8: Comparison of results for BSRGAN

Comparison with baseline
Qualitative Comparison Our comparison target model is
simple BeautyGAN. We selected five pictures for this quali-
tative comparison. The comparison results are shown in Fig-
ure 9. Obviously, after adding the super-resolution module,
our results have a higher resolution than simple Beauty-
GAN’s. What is even more representative is that in the re-
sults obtained in the first row, simple BeautyGAN did not
successfully apply makeup on the face. However, our re-
sult was good and the makeup migration was successfully
achieved.

We are not surprised by this result. For low-resolution im-
ages, simple BeautyGAN cannot successfully identify facial
features every time. When we add the super-resolution net-
work, it amplifies facial features and successfully improves
the accuracy of simple BeautyGAN.

Quantitative Comparison How to quantitatively evaluate
the makeup transfer problem is still an unsolved challenge,
there is no uniform objective evaluation standard for this
problem. Most of the papers take a user study to quantita-
tively analyze their method, while we propose a CNN-based
face rank module to quantitatively analyze our method. We
use the face rank module for the low-resolution target image
without makeup, the high-resolution target image without
makeup, and the low-resolution target image with makeup
and the high-resolution target image with makeup, respec-
tively. As shown in Figure 9, the scores obtained by our
method are better than other methods, proving the effective-
ness of our method.

2.3576 3.0003 3.6627

3.9922 3.9180 3.9945

3.3576 3.4182 3.5910

4.1287 4.1490 4.1528

4.1909 4.4926 4.5971

(a) target (b) reference (d) BeautyGAN (e) ours(c) BSRGAN

3.3606

4.0035

3.3607

4.1500

4.1140

Figure 9: Comparison with state-of-the-art methods

Conclusion
In this paper, we propose a makeup recommendation system
for low-resolution images, which can transfer more realistic
makeup to the input image. The contribution of this paper is
to combine the super-resolution network with BeautyGAN
and add the processing of the input image before the tradi-
tional makeup systems. The result is more realistic and ef-
fective. Firstly, we process the input image and increase its
resolution to improve application results. And then we do
makeup recommendations by VGG-Face and makeup trans-
fer by BeautyGAN. Finally, we do a qualitative comparison
and quantitative comparison by our rank module to test our
results. The multi-functional makeup recommendation sys-
tem can realize the transfer of different styles of makeup for
the input image, which has a certain practical significance.
Experimental results show that our system results are supe-
rior to the original BeautyGAN transfer results and certainly
better than the results of BSRGAN treatment alone.
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